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1. Introduction 
 

 Extended gibonacci polynomials ( )nz x  are defined by the recurrence

2 1( ) ( ) ( ) ( ) ( )n n nz a z b zx x x x x   , where x is an arbitrary integer variable; ( )a x , 

( )b x , 0( )z x , and 1( )z x  are arbitrary integer polynomials; and 0n  . 

 

 Suppose ( )a x x  and 1( )b x  . When 0 0( )z x   and 1 1( )z x  , 

( ) ( )n nz x f x , the nth Fibonacci polynomial ; and when 0 2( )z x   and 1( )z x x , 

)( ) (n nz lx x , the nth Lucas polynomial.  

 

 Clearly, 1( )n nf F , the nth Fibonacci number; and 1( )n nl L , the nth 

Lucas number [1, 4,]. 
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 On the other hand, let ( ) 1a x   and ( )b x x . When 0( )  0z x   and

1( ) 1z x  ,    ( )( )n nz Jx x , the nth Jacobsthal polynomial ; and when 0( ) 2z x   

and 1( ) 1z x  , ( ) ( )n nz jx x , the nth Jacobsthal-Lucas polynomial.  

Correspondingly,   (2)n nJ J  and    (2)n nj j  are the nth  Jacobsthal and 

Jacobsthal-Lucas numbers, respectively. Clearly, (1)n nJ F ; and   (1)n nj L   

[3, 4]. 
 
 Gibonacci and Jacobsthal polynomials are linked by the relationships 

( 1)/2( ) (1/ )n
n nJ x x f x  and /2( ) (1/ )n

n nj x x l x  [4]. 

 
 In the interest of brevity, clarity, and convenience, we omit the argument in 

the functional notation, when there is no ambiguity; so nz  will mean ( )nz x . In 

addition, we let n ng f  or nl ,  n nc J  or nj , 2 4x   , 2 1E x  , and

4 1D x  , where ( )n nc c x . 

 
 1.1 Fundamental Gibonacci Identities 

 
 Using Binet-like formulas, we can establish the following gibonacci 
identities [4]: 
 

                                                  a af l    =   2af ;                   (1) 

                                       1 1a al l     =   2
af ;        (2) 

                              ( 1)ba b a bl l      =    a bl l ;      (3) 

                              ( 1)ba b a bl l      =   2
a bf f .      (4) 

 
 Identities (3) and (4) imply that 
 

                                    2 2( 1)aal      =    2al ;      (5) 

                                    2 2( 1)aal      =   2 2
af .                  (6) 

 
respectively. 
 
 These identities play a major role in our discourse. 
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2. Gibonacci Sums 
 

 With these identities at our fingertips, we now begin our exploration with the 
following result. 
 

 Theorem 1: Let 
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 Proof: Let 2m  . Using recursion [4], we will first establish that 
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 To this end, we let mA  denote the left side (LHS) of this equation and B its 

right side (RHS). With 2m  , identity (5) yields 2
12 2
2m ml l   . Identity (1), 

coupled with this result, then gives 
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         1m mA A   .  
 

 With recursion, this yields 
 

          1 1 2 2m m m mA B A B A B         

    4

2 4 41 1 1

x x f

l l l

 
      

  

    0 . 
 

 Thus, m mA B , as claimed. 
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 Since,  
1

lim
1

m

m m

f

l


 
, the given result now follows from equation (8), as 

desired.              

  
 It follows from equation (7) that [2, 4, 6], 
 

   
12

1 2

5

1 5

n

nn

F

L









 .       (9)  

 
 The next result invokes identities (1), (3), and (5). 
 
 Theorem 2: 

    
212

31 3.2

n

nn

l

f l







 .                (10) 

 

 Proof:  With 13·2ma   and 12mb  , it follows from identity (3) that 
 

   1   1 12 2 3·2 2m m m ml l l l    .                                        (11) 

 
 Using recursion [4] and identities (1), (3), and (11), we will now confirm that 
 

   
1 4 22 2

6 61 3.2 3.2

m
n m

n mn

l ll l

f f f f





   ,                (12) 

 

where 2m  , Letting LHSmA   and RHSB   of this equation, we then get 

 

 
12 2

1
13.2 3.2
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m
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
 ; 

     

                  1m mA A   . 

  
 Recursively, this yields 
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          1 1 2 2m m m mA B A B A B         

 

                            4 8 4 2 4 4 8 4 8

6 12 6 6 12 6 12 6 12

l l l l l l l l l

f f f f f f f f f

       
               
       

  

 
    0 , 
 
confirming the validity of equation (12). 
 

 Since, 
3

lim 0m

m m

l

f
 , equation (12) yields the desired result.      

  
 It then follows that 
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 Consequently, we have [5, 7] 
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respectively. 
 
 The following result showcases an application of identity (5). 
 
 Theorem 3: 
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 Proof: Using recursion [4], we will first establish that 
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where 2m  . 
 

 With 2m   and 12ma  , it follows by identities (5) and (6) that 
22
12 2

2m ml f     and  2
12 2

2m ml f   , respectively. Then 
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          1m mA A   .  

 
 Recursively, this yields 
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       0 , 
 
confirming the validity of equation (14), as desired. 
                    

 Since 
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 This theorem implies [4, 5, 7], 
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 We now explore the Pell versions of equations (7), (10), and (13). 
 
3. Pell Consequences 
 

 Using the Pell-gibonacci relationship ( ) (2 )n nb gx x  [4], we get the desired 

counterparts and their numeric versions: 
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respectively. 
 
 Next, we explore the Jacobsthal versions of the gibonacci sums (7), (10), and 
(13) using the Jacobsthal-gibonacci relationships in Section 1. 
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4. Jacobsthal Consequences 
 

 In the interest of brevity and clarity, we let A denote the left-hand side of 

each equation and B its right-hand side, and LHS and RHS those of the 

corresponding Jacobsthal equation, respectively. 
 

  4.1 Jacobsthal Version of Equation (7): Proof: Let 
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resulting expression with 12nx  , we get 
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where   (1/ )n ng g x  and ( )n nc c x . 

 

 Now, let 
1

B 


. Replacing x with 1/ x , we get 
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D
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 Equating the two sides, we get the desired Jacobsthal version: 
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 In particular, this yields [2, 4, 6] 
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as in equation (9). 
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  4.2 Jacobsthal Version of Equation (10): Proof: Let
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where   (1/ )n ng g x  and ( )n nc c x . 

 

 Next, we let 
2
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B
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numerator and denominator with x , we  get 
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 Equating the two sides yields the desired Jacobsthal version: 
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 This implies [5, 7], 
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as we found earlier. 
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 Finally, we explore the Jacobsthal counterpart of equation (13). 
 

  4.3 Jacobsthal Version of Equation (13): Proof: Let
2
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 This yields [4, 5, 7] 
 

2
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2
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as found earlier. 
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1. Introduction 
 
 In 1961 Ky Fan generalized the KKM Theorem to a subset of any 
topological vector space. There are many generalizations and applications of this 
theorem in fixed point theory, approximation theory, minimax theory and variational 
inequalities. We can mention authors like Prolla [9], Li [8], Carbone [1] extended and 
improve KKM theorem in normed linear spaces’. Before we state the theorem we 
recall some well known definitions and other relevant results. 
 

      Let X be a subset of a vector space E. A map EF : X 2  is called a  

KKM-map if 
n

1 n i
i=1

co{x ,...,x } U F(x )  for each finite subset {x1,…,xn} of  X. 

 

       For details on KKM maps we refer Granas [2].  
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      A function f is said to be strongly continuous  if xxn    weakly implies 

that fxfxn   strongly. A function EXg : , where X is non-empty convex set, 

is said to be almost affine if 1 2|| ( ) || || ( ) || (1 ) || ( ) ||g t y g t y g t y       for 

all Xtt 21, , ,10   21 )1( ttt    and Ey . 

 
 Theorem 1.1[8]: Let C be a nonempty convex set in a normed vector space 
X and let f : C X  be a mapping such that  
 

(i) for every y C ,{x C : ||f(x)  y|| ||f(x)  x||}     is a closed subset  

 of C; 
 

(ii) there exists a compact convex subset D of C, such that the set 

y D
{x C : ||f(x)  y|| ||f(x)  x||}


    is contained in a compact subset of C. 

 

  Then there exists a point 0x C  such that 0 0 0||f(x )  x || = d(f(x ), C) . 

 
 Theorem 1.2 [5]: Let Y be a convex set in a topological vector space E and 
X a nonempty subset of Y. For each x  X, let F(x) be a relatively closed subset of Y 

such that the convex hull of every finite subset 1 n{x ,..., x }  of X is contained in the 

corresponding union
n

i
i=1

F(x ) . If there is a nonempty subset 0X  of X such that the 

intersection 
0x X
F(x)


  is compact and 0X  is contained in a compact convex subset 

of Y then
x X

F(x) 


 . 

 
 Theorem 1.3 [9]: Let C be a nonempty compact convex subset of a  
normed space  X and g : C C  a continuous, almost affine, onto mapping.  

Then, for each continuous mapping f : C  X  there exists x C  satisfying 

||g(x)  f(x)|| = d(f(x), C) . 

 
2. Main Results 
 
       In [8], Li studied some applications of KKM theorem to approximation   
theory and fixed point there. Here, the author used one map satisfying some 
conditions. The aim of this paper is to generalize some results of [8] by using one 
more almost affine self map. This work also extends and improve KKM theorem in 
normed linear space. 
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 Theorem 2.1: Let C be a nonempty convex subset of a normed linear space 
X and g be almost affine self map of C onto C. Let f : C X  be a map satisfying 
the following conditions 
 

(i) for every x C , {y C : ||g(y)  f(y)|| ||g(x)  f(y)|| }     is closed in C; 

 
(ii) C has a nonempty compact convex subset Co such that the set     

 0{y C : ||g(y)  f(y)|| ||g(x)  f(y)|| for all x C }      is compact.  

 

 Then there will be a point 0y C  such that 0 0 0||g(y )  f(y )|| = d(f(y ),C) . 

 

 Proof: Let XF : C 2  be defined by 
 
  F(x) = {y C : ||g(y)  f(y)|| ||g(x)  f(y)||}    , for every x C . 

 

 Then by condition (i), F(x) is closed in C. It is obvious that x F(x)  for all 

x C . Next, we have to show that XF : C 2  is a KKM map that is, 
n

0 1 n i
i=1

c {x ,...., x } F(x )  for any finite subset 1 n {x ,..., x }  of X. 

 

  Let 
n

i i
i=1

z = λ x ,  where  i0 λ ≤ 1, 
n

i
i=1

λ = 1 , i = 1, 2, ..., n . 

 

  If
n

i
i=1

z F(x ) , then i ||g(z)  f(z)|| > ||g(x )  f(z)||}   for i = 1, 2, ..., n . 

 

1 n 1 1 n nλ ||g(z)  f(z)|| +...+ λ ||g(z)  f(z)|| λ ||g(x )  f(z)|| + ... + λ ||g(x )  f(z)||       

 
n

i 1 1 n n
i 1

||g(z)  f(z)|| ||g(λ x + ... + λ x )  f(z)||


      [ g is almost affine map] 

 

||g(z)  f(z)|| ||g(z)  f(z)||     [since 
n

i i
i=1

z = λ x ,
n

i
i=1

λ  = 1 ] which is 

meaningless. 
 

  Hence, 
n

i
i=1

z F(x ) . Thus, XF : C 2  is a KKM-map. 
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 By (ii), the set 
 

 
0x C
F(x) 


 0= {y C : ||g(y)  f(y)|| ||g(x)  f(y)|| for all x C }      is compact. 

 

 Then by Theorem 1.2, 
x C

F(x) 


 . 

 

  Therefore, there exists a point 0y C  such that 0
x C

y F(x)


   which implies  

0 0 0||g(y )  f(y )|| ||g(x)  f(y )||   0
x C

min || g(x)  f(y )||


  0d(f(y ), C)  since g is 

onto. Hence proved. 
 
 Remark: If g = I , identity map then we get Theorem 1.1 of Li [8] as a 

corollary of this Theorem 2.1. 
 
 Corollary 2.2: Let C be a nonempty convex subset of a normed linear space 
X and g be continuous almost affine self map of C onto C. Let f : C X  be a 
continuous map satisfying the condition 
 

(i) C has a nonempty compact convex subset Co such that the set  

0{y C : ||g(y)  f(y)|| ||g(x)  f(y)|| for all x C }      is compact. 

 

  Then there will be a point 0y C  such that 0 0 0||g(y )  f(y )|| = d(f(y ),C) . 

 

  Proof: For every x C , let XF : C 2  be defined by  
 

F(x) = {y C : ||g(y)  f(y)|| ||g(x)  f(y)||}     

 
 Since f and g are continuous, F(x) is closed and hence (i) of above Theorem 
2.1 is satisfied. Therefore, the result follows. 
 
 Remark: In case when C itself is also a compact convex set the above  
result reduces to Theorem1.3 (Theorem 1of Prolla [9] ). In addition to this,  
if g = I , identity function condition, we have the Theorem of Ky Fan [4] (Theorem 

2.1, p.74 [12] ) 
 
 Corollary 2.3: Let C be a nonempty convex subset of a normed linear space 
X and g be strongly continuous, almost affine self map of C onto C. Let f : C X  
be a strongly continuous map satisfying the following condition 
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      C has a nonempty weakly compact convex subset Co such that the set 

0{y C : ||g(y)  f(y)|| ||g(x)  f(y)|| for all x C }      is weakly compact. 

 

  Then there will be a point 0y C  such that 0 0 0||g(y )  f(y )|| = d(f(y ),C) . 

 

  Proof: Suppose XF : C 2  be defined by 
 

F(x) = {y C : ||g(y)  f(y)|| ||g(x)  f(y)||}     

 
 Since f and g are strongly continuous functions, F(x) is weakly closed in C 

and x F(x)  for all x C . As g is almost affine map, so F is a KKM map. 

 

 Also
0

0
x C

F(x) = {y C : ||g(y)  f(y)|| ||g(x)  f(y)|| for all x C }


      is 

weakly compact. Satisfying the above corollary 2.2 for a weak topology of X, the 
result follows. 
 
 Remark: In case when C itself is a nonempty weakly compact set corollary 
2.3 reduces to Theorem 3 of Carbone [1]. Further, when g = I , we have the result of 

Kapoor (Theorem 3.25, p.133[12]). 
 
 Corollary 2.4: Let C be a nonempty convex subset of a normed linear space 
X and g be almost affine self map of C onto C. Let f : C C  be a one to one map 
satisfying the following condition 
 

(i) for every x C , {y C : ||g(y)  f(y)|| ||g(x)  f(y)|| }     is closed in C; 

 

(ii) C has a nonempty compact convex subset 0C  such that the set 

0{y C : ||g(y)  f(y)|| ||g(x)  f(y)|| for all x C }      is compact. 

 

 Then there will be a coincidence point 0y C  i.e., 0 0g(y ) = f(y )  for some 

0y X . 

  Proof: Let us define CF : C 2  by  
 

F(x) = {y C : ||g(y)  f(y)|| ||g(x)  f(y)|| }     for all x C . 

 
  By condition (i), F(x) is closed in C. 
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  Hence, by Theorem 2.1, 0 0||g(y )  f(y)|| = d(f(y , C)||   

 

 Since f is self map and one to one, for each 0y C  implies 0f(y ) C . 

 

 Hence, we get 0 0f(y ) = g(y ) , that is 0y  is a coincidence point. 
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Abstract: In this paper we extend some theorems relating to KKM maps in 
three set valued maps and a few results are derived as corollary. 
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1. Introduction and Preliminaries 
  

In some of the research works of different researchers in KKM theory we see 
that they proved theorems of one set valued map and two set valued map by using 
KKM map. In 1968, Browder [2] proved the existence of fixed point for a set valued 
map by using the partition of unity. We can mention authors like Brosowski [1], 
Granas [5], Yannelis and Prabhakar [8], Lin [6] extended and improved KKM  
theorem on set valued maps. 

  
Before giving our main results we quote some related definition, theorems 

and corollaries as follows. 
 

By a set valued map F from a set X to a set Y, denoted by : 2YF X  , we 

mean a correspondence which with each x X  associates a set ( ) 2YF x   (the 

space of subsets of Y). 
 

Let X be a subset of a vector space E. A map EF : X 2  is called a  
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KKM-map if  
n

1 n i
i=1

co{x ,...,x } U F(x )  for each finite subset {x1,…,xn} of  X. 

 For details on KKM maps we refer Granas [5].  

 
In 1961, Ky Fan [3] gave the following theorem. 
 

 Theorem 1.1: (Fan-KKM or KKMF). Let X be an arbitrary subset of a 
topological vector space E. To each x X , let F(x) be a closed in E and let the 

convex hull of every finite subset 1 n{x ,..., x }  of X is contained in the corresponding 

union
n

i
i=1

F(x ) . If F(x) is compact for at least one x X  then 
x X

F(x) 


 . 

 
It is to be noted that the above theorem has applications in various fields 

including fixed point theory, variational inequality and game theory. 
 
In 1968, Browder [2] proves the following theorem. 
 

 Theorem 1.2: Let X be a nonempty compact convex subset of Hausdorff  

topological vector spaces E. Let XT : X 2   be a satisfy 
 

(i) T(x) is convex and nonempty for each x X ; 
 

(ii) -1T (y)  is open in X for each y X . 

 

 Then there exist an 0y X   such that 0 0y T(y ) . 

 
In 1984, Ky Fan [4] gave the following theorem as an extension of Theorem 

1.1, where compactness is relaxed. This important result was used by several 
researchers in recent years. 

 
 Theorem 1.3: Let Y be a convex set in a topological vector space E and X a 
nonempty subset of Y. For each x  X, let F(x) be a relatively closed subset of Y 

such that the convex hull of every finite subset 1 n{x ,..., x }  of X is contained in the 

corresponding union
n

i
i=1

F(x ) . If there is a nonempty subset 0X of X such that the 

intersection 
0x X
F(x)


   is compact and 0X  is contained in a compact convex subset 

of Y then
x X

F(x) 


 . 
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In 1985, Yannelis and Prabhakar [8] has given the following result. 
 

 Theorem 1.4: Let X be a nonempty compact convex subset of Hausdorff 

topological vector spaces E. Let XT : X 2  satisfy 
 

(i) x co(T(x))  for each x X ; 

 

(ii) -1T (y)  is open in X for each y X . 

 

 Then there exist an 0x X  such that 0T(x )   . 

 
In 1986, Lin [6] gave the following theorem. 
 

 Theorem 1.5: Let X be a nonempty convex subset of Hausdorff topological 

vector spaces E. Let XT : X 2  satisfy 
 

(i) x co(T(x))  for each x X ; 

 

(ii) -1T (y) = {x X | y T(x)}   is open in X for each y X ; 

 

(iii) X has a nonempty compact convex subset 0X  such that 

0B = {x X : y T(x) for all y X }    is compact. 

 

 Then there exist an 0x X   such that 0T(x )  . 

 
 The above result remains true if the following condition is given in place  
of (iii). 
 

(iii)  Let 0X  be a nonempty compact convex subset of X, and K a 

nonempty compact set of X. For every x  X K there exists a 0y X  such 

that  y  T(x). 
 

 Corollary 1.6 [7]: Let X be a nonempty convex subset of Hausdorff 

topological vector spaces E. Let XT : X 2  satisfy 
 

(i) x T(x)  for each x X ; 
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(ii) T(x) is convex or empty, for each x X ; 
 

(iii) -1T (y)  is open in X for each y X ; 

 

(iv) X has a nonempty compact convex subset 0X  such that 

0B = {x X: y T(x) for all y X }    is compact. 

 

 Then there exists an 0x X  such that 0T(x )  . 

 
The following is an extension of Theorem 1.2.  
 

 Theorem 1.7[7]: Let X be a nonempty convex subset of Hausdorff 

topological vector spaces E. Let XS, T : X 2  satisfy 

 
(i) S(x)  T(x)  for each x X ; 

 

(ii) x  T(x) for each x X ; 
 

(iii) T(x) is convex or empty for each x X ; 
 

(iv) -1S (y) {x X | y S(x)}    is open in X for each y X ; 

 

(v) X has a nonempty compact convex subset 0X  such that 

0C = {x X : y S(x) for all y X }    is compact. 

 

 Then there exist an 0x X  such that 0S(x )  . 

 
 Theorem 1.8[7]: Let X be a nonempty convex subset of Hausdorff 

topological vector spaces E. Let XS, T : X 2  satisfy the following conditions. 

 

(i) S(x)  T(x)  for each x X ; 

 

(ii) S(x)   for each x X , 

 

(iii) T(x) is convex for each x X , 
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(iv) S-1(y) is open in X for each x X , 
 

(v) X has a nonempty compact convex subset 0X  such that 

0C = {x X : y S(x) for all y X }    is compact. 

 
 Then T has a fixed point in X. 
 
2. Main Results 
 

We develop KKM-maps using set valued maps. Further, we give theorems, 
corollaries and give also results on existence of fixed points under certain condition. 

 
 Theorem 2.1: Let X be nonempty convex subset of topological vector  

spaces E. Let XS, T, R : X 2  be set-valued maps satisfying the following 

conditions: 
 

(i) S(x)  T(x)  R(x)   for every x X ; 

 
(ii) For every x X , x  S(x) ; 

 
(iii) For every y X , {x X | y R(x)}   is closed in X; 

 
(iv) For every x X , the set {y X | y T(x)}   is convex or empty; 

 

(v) X has a nonempty compact convex subset 0X  such that 

0y X
{x X : y R(x)}


   is compact. 

 

 Then there exist an 0x X   such that 0y R(x )  for every y X . 

 

 Proof: Let XF : X 2  be defined by F(y) = {x X : y R(x)}  , for all

y X . Then F(y) is closed in X by condition (iii). Also y  F(y)   and F(y)  

by conditions (i) and (ii). Next we have to prove that XF : X 2  is a KKM-map. 

Suppose 1 ny ,...,y X  and 0 1 i , i = 1,...., n . Let 
n

i i
i=1

z λ y . We need to 

show that 
n

i
i=1

z F(y ) . 
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On the contrary, let 
n

i
i=1

z U F(y ) . It implies that 

i iz  F(y ) = {x X : y R(x)}    for each iy , i 1,...,n . Then, iy R(z)  i.e., 

iy T(z)  for i 1,..., n  by condition (i). By condition (iv) applied to this z, the set 

{y X : y T(z)}   is convex or empty for all z X . If the set {y X | y T(z)}   

is empty, the result follows. If not, the set {y X | y T(z)}   is convex.  

 

Then, 
n

i
i=1

z = λ y {y X : y T(z)}   i  which implies  zT(z). So, zS(z), 

a contradiction to (ii). Hence, 
n

i
i=1

z U F(y )  i.e., F is KKM map. By condition (v),

0y X
F(y)


  is compact.  

 
Hence the conditions of theorem 1.3 are satisfied for the topology of E. 
 

 Therefore, 
y X

F(y) 


  i.e.,  0x X  s.t. 0
y X

x F(y)


   i.e.,  

0x F(y) 0y R(x )  ,   y X . 

 
 Remark: If X be a non empty compact convex subset of a topological vector 
spaces E, the condition (v) is redundant and accordingly may be dropped. 
 
 Corollary 2.2: Let X be non-empty convex subset of topological vector 

space E. Let XS, T : X 2  be set -valued maps satisfying  

 
(i) S(x)  T(x)  for each x X ; 

 
(ii) For each x X , x  S(x) ; 

 
(iii) For each y X , the set {x X | y T(x)}   is closed in X; 

 
(iv) For each x X , the set {y X | y S(x)}   is convex or empty; 

 

(v) X has a nonempty compact convex subset 0X  such that 

0y X
{x X :  y T(x)}


   is compact. 
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 Then there exist an 0x X  such that 0y T(x )   for every y X . 

 
 Proof: One can prove very easily by letting S = T and T = R in above 
theorem. 
 
 Corollary 2.3: Let X be non empty convex subsets of topological vector 

spaces E. Let XS : X 2  be set-valued map satisfying the following conditions: 
 

(i) For every x X , x  S(x) ; 

 
(ii) For every y X , the set {x X | y S(x)}   is closed in X; 

 

(iii) For every x X , the set {y X | y S(x)}   is convex or empty; 

 

(iv) X has a nonempty compact convex subset 0X  such that 

0y X
{x X :  y S(x)}


   is compact. 

 

 Then there exists an 0x X   such that 0y S(x )  for every y X . 

 
 Proof: By letting S = T = R in above theorem, the proof follows. 
 
 Corollary 2.4: Let X be nonempty convex subsets of vector spaces E. Let 

XS, T, R : X 2   be set valued maps satisfying the following conditions. 

 

(i) S(x)  T(x)  R(x)   for each x  X; 

 

(ii) For every x X , x  S(x) ; 

 

(iii) For every y X , {x X : y R(x)}   is weakly closed in X; 

 

(iv) For each x X , the set {y X : y T(x)}   is convex or empty; 

 

(v) X has a nonempty compact convex subset 0X  such that 

0y X
{x X: y R(x)}


   is weakly compact. 

 

 Then there exists an 0x X  such that 0y R(x )  for every y X . 
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 Proof: Let XF : X 2   be defined by F(y) = {x X : y R(x)}   for all 

y X . Then F(y) is weakly closed in X by condition (iii). Further by condition (v), 

0y X
F(y)


  is weakly compact.  

 
 Hence the conditions of theorem 2.1 are satisfied for the weak topology of E. 
 

 Therefore, there exist 0x X  such that 0
y X

x F(y)


  . That is 0x F(y)  

implies 0y R(x )  for every y X . 

 
 Corollary 2.5: Let X be nonempty compact convex subset of topological 

vector spaces E. Let XS, T, R : X 2  be set-valued maps satisfying the following 

conditions. 
 

(i) S(x)  T(x)  R(x)   for each x X ; 

 

(ii) For each x X  , x  S(x) ; 

 

(iii) For each x X  , {y X : y R(x)}   is a subset of X; 

 

(iv) For each y X  , the set  {x X : y T(x)}   is convex or empty. 

 

 Then 
y X

{x X : y R(x)} 


    . 

 
 Proof: Its proof follows from that of Theorem 2.1. 
 
 Theorem 2.6: Let X be a nonempty convex subset of a topological vector 

space E. Let XS, T, R : X 2  be set valued maps satisfying the following 

conditions. 
 

(i) S(x)  T(x)  R(x)   for each x X ; 

 
(ii) For each y X , the set {x X : y S(x)}  is open in X; 

 
(iii) For each x X , the set {y X : y T(x)}   is convex and 

{y X : y S(x)}    is nonempty; 
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(iv) X has a nonempty compact convex subset 0X  such that the set 

{x X : y S(x)   for all 0y X }   is compact. 

 

 Then R has a fixed point i.e., 0 0x R(x )  for all 0x X . 

 

 Proof: Let G(x) = X  S(x) , H(x) = X  T(x)  and I(x) = X  R(x) .  

 

 Then I(x) H(x) G(x)  .  Let XF : X 2  be a map defined by 

 
 F(y) = {x  X : y  G(x)} = {x X : y S(x)}     for all y X . 

 
 Then F(y) is closed in X by condition (ii). By condition (iii), the set 

{y X : y H(x)} = {y X : y T(x)}     is convex for each x X  

 

 By condition (iv), 
0

0
y X

 F(y) {x X :  y G(x) for all y X }


      

             0{x X : y S(x) for all y X }    is compact. 

 
 If we assume that R has no fixed point i.e., x R(x)  for all x X . Then 

x I(x)  for all x X . Theorem 2.1 implies that there exist an 0x X  such that 

0y G(x ) i.e., 0y S(x )  for all y X .  

 

 Therefore, 0{y X : y S(x )}    , a contradiction to (iii). 

 

Thus, there exists a 0x X  such that 0 0x R(x ) . Hence, R has a fixed 

point. 
 

 Theorem 2.7: Let X be nonempty convex subset of topological vector spaces 

E. Let XS, T : X 2  be set-valued maps satisfying the following conditions. 

 
(i) For each x X ,S(x)  T(x) ; 

 
(ii) x  co(T(x))  for each x X ; 

 

(iii) -1S (y) = {x X : y S(x)}   is open in X for each y X ; 
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(iv) X has a nonempty compact convex subset 0X  such that the set 

0y X
{x X: y S(x)}


   is compact. 

 

 Then there exists an 0x X  such 0S(x )  . 

 

 Proof: Let 1F(y) = X  S (y) {x X : y S(x)}     for each y X . Then 

F(y) is closed in X for each y X  by condition (iii). 

 

We have to show that F is KKM map. Let 1 nz co{y ,..., y } . If
n

i
i=1

z F(y ) , 

then iz F(y )  which implies 1
iz S (y )   iy S(z)   iy T(z)   by condition 

(i), for all i = 1,..., n .  1 nco{y ,..., y } coT(z)  which implies z coT(z)  a 

contradiction to (ii) 
 

 Hence, F is KKM-map. Further, by condition (iv), the set 
0y X
F(y)


  is 

compact. Therefore, by theorem 1.3, there exists 
0

0
y X

x F(y)


   which implies 

-1
0x S y  for all y X . Then, 0y S(x )  for all y X . Hence, 0S(x )  . 
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1. Introduction 
 

 Extended gibonacci polynomials ( )nz x  are defined by the recurrence

2 1( ) ( ) ( ) ( ) ( )n n nz a z b zx x x x x   , where x is an arbitrary integer variable; ( )a x , 

( )b x , 0( )z x , and 1( )z x  are arbitrary integer polynomials; and 0n  . 

 

 Suppose ( )a x x  and 1( )b x  . When 0 0( )z x   and 1 1( )z x  , 

( ) ( )n nz x f x , the nth Fibonacci polynomial; and when 0 2( )z x   and 1( )z x x , 

)( ) (n nz lx x , the nth Lucas polynomial. 

  

 They can also be defined by the Binet-like formulas. Clearly, (1)n nf F , the 

nth Fibonacci number; and (1)n nl L , the nth Lucas number [1, 2]. 
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 In the interest of brevity, clarity, and convenience, we omit the argument in 

the functional notation, when there is no ambiguity; so nz  will mean ( )nz x . In 

addition, we let n ng f  or nl , 2 4x    and 2 x     . 

 

 It follows by the Binet-like formulas that 
1

lim 0
m m rg 

  and 

lim m r r

m m

g

g



 . 

 
 1.1 Fundamental Gibonacci Identities: Gibonacci polynomials satisfy the 
following properties [2, 3, 4, 5, 6, 7]: 
 

       
21

2
22

( 1) , if 
  

( 1) , otherwise;  

n k
n nk

n k n k n n k
k

f g f
g g g

f

 

  

  
  

 
                (1) 

 

 
1

2

2
2

( 1) , if 
  

( 1) , otherwise;  

n k
r k n n

n k r n k n k n k r n k
r k

f f g f
g g g g

f f

 

      

 
  

 
   (2) 

 

where k and r are positive integers. These properties can be confirmed using the 

Binet-like formulas. 
 
 It follows from these two identities that 
 

          
21

2
(2 ) (2 2 ) (2 ) 22

( 1) , if 
  

( 1) , otherwise;

tk r
n npk

pn t k r pn t p k r pn t p k r tk r
pk

f g f
g g g

f

 

        

  
  

 
     

(3) 
 

2
(2 ) 2 2 ) (2 ) (2 2 ) 1 2

2

( 1) , if 
  

( 1) , otherwise;

tk
r pk n n

pn t k pn t p k r pn t k r pn t p k tk
r pk

f f g f
g g g g

f f
        

 
  

 
           (4) 

where k, p, r, and t are positive integers and 2t p  [7]. 

 
2. A Telescoping Gibonacci Sum 
 
 Using recursion, we will now investigate a telescoping gibonacci sum. 
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 Lemma 1: Let k, p, r, t, and   be positive integers, where 2t p . 

Then 

  
(2 2 ) (2 )

1 (2 2 ) (2 )

( ) .
pn t p k pn t k tk r

n tk rpn t p k r pn t k r

g g g

g g g

  


  



  

     

 
    
  

               (5) 

 
 Proof: With recursion [2, 3], we will first confirm that 
 

  
(2 2 ) (2 ) (2 )

1 (2 2 ) (2 ) (2 )

.
m

pn t p k pn t k pm t ktk

n tk rpn t p k r pn t k r pm t k r

g g gg

g g g g

  

   

   

       

 
   
  

         (6) 

 

 To realize this goal, in the interest of brevity, we let mA  denote the left-hand 

side of this equation and mB  its right-hand side. Then 

 

1 1m m m mB B A A    . 

 
 By recursion, this yields 
 

   1 1 1 1 · · · m m m mA B A B A B         

 
         0 , 
 
establishing the validity of equation (6). 
 

 Since, 1
lim ( )m r

rm m r

g

g


 

   , the given result now follows, as desired.    

         
3. Gibonacci Sums 

 
 Coupled with identities (3) and (4), Lemma 1 with 1    plays a significant 
role in our explorations. 
 
 To this end, in the interest of brevity, we now let 
 

2

1,  

,  ;

n nif g f

otherwise



 


   and  

1,  

1,  .

n nif g f

otherwise


 
 


 



48 THOMAS KOSHY  

 With these tools at our fingertips, we now embark on our discourse with the 
following result. 
 

 Theorem 1: Let k, p, r, and t be positive integers, where 2t p . Then 

 

  
2

2 2
1 (2 )

( 1)
( ) .

( 1)

tk
r pk tk r

tk r
tk rn pkpn t p k r

f f g

gg f









   


  

 
                   (7) 

 

 Proof: Suppose n ng f . Coupled with identities (3) and (4), Lemma 1 then 

yields 
 

      
1

2

2 2
(2 )

(

( 1)

1)tk r pk

tk r
pkpn t p k r

f f

f f




   




 

(2 ) (2 2 ) (2 ) (2 2 )

(2 ) (2 2 )

pn t k r pn t p k pn t k pn t p k r

pn t k r pn t p k r

f f f f

f f

       

    


   

 

1
2

2 2
1 (2 )

( 1)

( 1)

tk
r pk

tk r
n pkpn t p k r

f f

f f

 


   



 
  

(2 2 ) (2 )

(2 2 ) (2 )1

pn t p k pn t k

pn t p k r pn t k rn

f f

f f


  

    

 
  

 
   

 

     ( ) .tk r

tk r

f

f




    

  

 On the flip side, let n ng l . With the same two identities and Lemma 1, we 

then get 
 

      
2

2

2 22
(2 )

(

( 1

1

)

)tk r pk

tk r
pkpn t p k r

f f

l f
   

 

 
 

(2 ) (2 2 ) (2 ) (2 2 )

(2 ) (2 2 )

pn t k r pn t p k pn t k pn t p k r

pn t k r pn t p k r

l l l l

l l

       

    


   

 

2
2

2 22
1 (2 )

( 1)

( 1)

tk
r pk

tk r
n pkpn t p k r

f f

l f




   

 

  
  

(2 2 ) (2 )

(2 2 ) (2 )1

pn t p k pn t k

pn t p k r pn t k rn

l l

l l


  

    

 
  

 
   

 

         ( ) .tk r

tk r

l

l




    

 

 The given result now follows by combining the two cases, as desired.     

 
 In particular, with 1r   and 3k  , the theorem yields [3, 4, 7]: 
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 Case 1: Let 1p  . Then 2t  . With 1t  , we get 

 

  
2

1 2 1

1 3 5
;

2 21n nF



 

 


   
2

1 2 1

1 1 5
;

6 105n nL



 

  


  

 

  
2

1 4 1

1 1 5
;

3 61n nF



 

  


   
2

1 4 1

1 1 5
;

12 305n nL



 

 


  

 

  
2

1 6 1

1 7 5
;

48 164n nF



 

 


   
2

1 6 1

1 3 5
;

112 8020n nL



 

  


  

 
with 2t  , the formula yields 
 

 
2

1 2 2

1 5
1 ;

21n nF



 

  


     
2

1 2 2

1 1 5
;

4 105n nL



 

 


  

 

 
2

1 4 3

1 11 5
;

30 61n nF



 

  


      
2

1 4 3

1 5 5
;

66 305n nL



 

 


  

 

 
2

1 6 4

1 29 5
;

208 164n nF



 

  


   
2

1 6 4

1 13 5
.

464 8020n nL



 

 


  

 
 Case 2: With 2p  , we have 4t   . When 1t  , the theorem implies  

 

 
2

1 4

1 1 5
;

2 61n nF





 


        
2

1 4

1 1 5
;

18 305n nL





  


  

 

         
2

1 8 1

1 1 5
;

21 429n nF



 

  


   
2

1 8 1

1 1 5
;

84 21045n nL



 

 


  

 

   
2

1 12 2

1 7 5
;

864 22864n nF



 

 


       
2

1 12 2

1 1 5
;

10, 080 1, 440320n nL



 

  


  
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with 2t  , we get 
 

 
2

1 4 1

1 1 5
;

3 61n nF



 

  


         
2

1 4 1

1 1 5
;

12 305n nL



 

 


  

 

 
2

1 8 1

1 11 5
;

210 429n nF



 

  


    
2

1 8 1

1 5 5
;

462 21045n nL



 

 


  

 

         
2

1 12 1

1 29 5
;

3, 744 28864n nF



 

  


  
2

1 12 1

1 13 5
;

8, 352 1, 440320n nL



 

 




  
using 3t  , the theorem yields 
 

         
2

1 4 2

1 7 5
;

18 61n nF



 

 


                 
2

1 4 2

1 1 5
;

14 305n nL



 

  


  

 

         
2

1 8 3

1 29 5
;

546 429n nF



 

  


       
2

1 8 3

1 13 5
;

1, 218 21045n nF



 

 


  

 

      
2

1 12 4

1 41 5
;

5, 280 28864n nF



 

 


     
2

1 12 4

1 55 5
;

35, 424 1, 440320n nL



 

  


  

 
and finally, letting 4t  , we get 
 

         
2

1 4 3

1 11 5
;

30 61n nF



 

  


                   
2

1 4 3

1 5 5
;

66 305n nL



 

 


  

 

        
2

1 8 5

1 19 5
;

357 429n nF



 

  


               
2

1 8 5

1 17 5
;

1, 596 21045n nL



 

 


  

 

    
2

1 12 7

1 521 5
;

67, 104 28864n nF



 

  


     
2

1 12 7

1 233 5
.

150, 048 1, 440320n nL



 

 


  
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3.1 Gibonacci Delights: Using the above results, we can extract delightful 
dividends [3, 4]. 
 

     
2 2 2

2 1 12 1 4 1 4 3

1 1 1

1 1 1n n nn n nF F F

  

    

 
  

              
41 5

;
30 3

    

 

        
2 2 2

2 1 12 4 4 2

1 1 1

1 1 1n n nn n nF F F

  

   

 
  

                  
8 5

;
9 3

   

 

        
2 2 2

2 1 12 4 4 2

1 1 1

5 5 5n n nn n nL L L

  

   

 
  

                
8 5

;
63 15

  
 

 

      2 2 2
2 1 12 1 4 1 4 3

1 1 1

1 1 1n n nn n nF F F

  

    

 
  

  
            

7 5
;

10 3
  

  

 

     
2 2 2

2 1 12 1 4 1 4 3

1 1 1

5 5 5n n nn n nL L L

  

    

 
  

  
          

7 5
;

44 15
 

 

 

    
2

2 2
3 1 12 1 8 2 1

1 1

9 9n n in n iF F

 

    

 
  

   
                          

228 2 5
;

1, 105 21
    

 

  
2

2 2
2 1 12 1 8 2 1

1 1

45 45n n in n iL F

 

    

 
  

   
                        

267 2 5
;

6, 061 105
   

 

  
2 2 2

2 1 16 1 12 1 12 7

1 1 1

64 64 64n n nn n nF F F

  

    

 
  

       
2, 255 5

;
145, 392 144

    

 

2 2 2
2 1 16 1 12 1 12 7

1 1 1 2, 255 5
;

725, 232 720320 320 320n n nn n nL L L

  

    

   
  

    

 

  
2 2 2

2 1 16 4 12 2 12 4

1 1 1

64 64 64n n nn n nF F F

  

    

 
  

       
377 5

;
23, 760 144

   
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2 2 2
2 1 16 4 12 2 12 4

1 1 1 377 5
.

123, 984 720320 320 320n n nn n nL L L

  

    

    
  

    

 
 We now conclude our exploration with showcasing the counterparts of 
equations (8)-(11) in [7]. They follow from the Theorem by letting t p ; ;t p k    

2t p ; and 2 2t p k  , respectively. 

 

            
2

2 2
1 2

( 1)
( ) .

( 1)

pk
r pk pk r

pk r
pk rn pnk r pk

f f g

gg f









 


  

 
     (8) 

 

           
2

2 2

2
2

2 2

2

2 2
1

2

( 1)
( ) .

( 1)

p
r p p r

p r
n p rp n r p

gf f

gg f









 


  

 
                            (9) 

 

          2 2

2 2
21 (2 1)

( ) .
( 1)

r pk pk r
r

pk rn pkpk n r

f f g

gg f








  

  
 

                         (10) 

 

            
2

2
2 2

22 2

2 2
1 2(2 1)

( ) .
( 1)

r p p r
r

n p rp n r p

gf f

gg f








  

  
 

                        (11) 

 
 With the labels 
 
  21, 890; 284, 240; 21, 607, 408;A C E     

 
  25, 840; 635, 664; 48, 315, 632,B D F     

they yield 
 

          
2

1 10 1

1 9 5
;

440 11025n nF



 

 


                
2

1 10 1

1 2 5
;

495 550125n nL



 

  


   

   

     
2

1 18 1

1 123 5
;

5, 1681, 156n n CF



 

 


         
2

1 18 1

1 55 5
;

5, 780n n D BL



 

  


  

 



  A FAMILY OF GIBONACCI SUMS: ALTERNATE GENERALIZATIONS 53 

          
2

1 10 6

1 199 5
;

9, 790 11025n nF



 

 


              
2

1 10 6

1 89 5
;

550125n n AL



 

 


  

 

   
2

1 18 10

1 9, 349 5
;

5, 1681, 156n n EF



 

  


  
2

1 18 10

1 4, 181 5
.

5, 780n n F BL



 

 


                 

 

respectively. 
 
 It then follows that 
 

2 2 2
2 1 15 1 10 1 10 6

1 1 1

25 25 25n n nn n nF F F

  

    

 
  

                 
1, 597 5

;
39, 160 55

  
 

 

2 2 2
2 1 19 1 18 1 18 10

1 1 1

1, 156 1, 156 1, 156n n nn n nF F F

  

    

 
  

      
1

.
17, 476, 580


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1. Introduction 
 

Extended gibonacci polynomials ( )nz x  are defined by the recurrence 

2 1( ) ( ) ( ) ( ) ( )n n nz xa z b zx x x x   , where x is an arbitrary integer variable; ( )a x , 

( )b x , 0( )z x , and 1( )z x  are arbitrary integer polynomials; and 0n  . 

 

Suppose  ( )   a x x  and  ( )  1b x  .   When  0( )   0z x    and  1( )  1z x  ,  

( ) ( )  n nz fx x ,  the nth Fibonacci polynomial ; and when 0( ) 2z x   and 1( )z x x , 

( ) ( )n nz lx x , the nth Lucas polynomial. Clearly, (1)n nf F , the nth Fibonacci 

number; and (1)n nl L , the nth Lucas number [1, 3]. 
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On the other hand, let 

1( )  1z x  ,  ( ) (n nz Jx x

and 1( ) 1z x  , z j

Correspondingly, n nJ J

Lucas numbers, respectively. Clearly,

 
Gibonacci and Jacobsthal

( 1)/2 (1/ )( ) n
n nJ fx x x

 
In the interest of brevity, clarity, and convenience, we omit the argument in 

the functional notation, when there is 

addition, we let n ng f

4 1D x  , and 2 1

2. A Gibonacci Sum: An Alternate Generalization
 
 Before presenting an interesting gibonacci
brevity and expediency, we now let [5, 6]
 

 
2

1,

, ;

if g f

otherwise



 


 

           
2

1,

, .

if c J
D

D otherwise



 


 
 With these tools as building blocks, we established the following gibonacci

sum in [6], the cornerstone of our discourse.
 

 Theorem 1: 

 

1n






THOMAS KOSHY AND ZHENGUANG GAO  

On the other hand, let ( )  1a x   and ( )  b x x .  When  0( ) 0z x

) ( ) (n nz Jx x , the nth Jacobsthal polynomial ; and when 

( ) ( )n nz jx x , the nth Jacobsthal-Lucas 

(2)n nJ J  and (2)n nj j  are the nth Jacobsthal and Jacobsthal

Lucas numbers, respectively. Clearly, (1)n nJ F ; and (1)n nj L  [2, 3].

Gibonacci and Jacobsthal polynomials are linked by the relationships 

(1/ )J fx x  and 
/2

 )( ) (1/
n

n nj x x l x   [3, 4]. 

In the interest of brevity, clarity, and convenience, we omit the argument in 

the functional notation, when there is no ambiguity; so nz  will mean

n ng f  or nl , n nc J  or nj , 2 4x   , 2

2 1 D  . Then  
1

(1/ )
2

D
x

x x



 


. 

2. A Gibonacci Sum: An Alternate Generalization 

Before presenting an interesting gibonacci sum, again in the interest of 
brevity and expediency, we now let [5, 6] 

, ;

n nif g f

otherwise


  

1,

1, ;

n n n n

n n n n

if g f or c J

if g l or c j


  
 

 

, .

n nif c J

D otherwise


  

With these tools as building blocks, we established the following gibonacci
sum in [6], the cornerstone of our discourse. 

 Let k, p, r, and t be positive integers, where t p

2

2 2
1 (2 )

( 1)
( )

( 1)

tk
r pk tk r

tk r
tk rn pkpn t p k r

f f g

gg f









   


  

 
 .  

  

0( ) 0z x    and

; and when 0( ) 2z x   

Lucas polynomial. 

th Jacobsthal and Jacobsthal-

[2, 3]. 

polynomials are linked by the relationships 

In the interest of brevity, clarity, and convenience, we omit the argument in 

will mean ( )nz x .  In 

2 x    , 

 

sum, again in the interest of 

1, ;

n n n n

n n n n

if g f or c J

if g l or c j

  

 
    and 

With these tools as building blocks, we established the following gibonacci 

2t p . Then 

   (1) 
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 The objective of our discourse is to explore the Jacobsthal counterpart of this 
delightful sum. 
 
3. A Jacobsthal Polynomial Sum 
 
 To achieve our goal, we will employ the gibonacci-Jacobsthal relationships 

in Section 1. Again, in the interest of conciseness and clarity, we let A denote the 

fractional expression on the left side of the given gibonacci equation and B that on its 

right side, and LHS and RHS the left-hand side and right-hand side of the 
corresponding Jacobsthal equation, as in [4, 5]. 
 
 With this brief background, we now begin our endeavor. 
 

 Proof: Case 1: Suppose n ng f . We have 
1

2

2 2
(2 )

( 1)
.

( 1)

tk
r pk

tk r
pkpn t p k r

f f
A

f f




  




 
  

 

Replacing x with  1/ x  and then multiplying the numerator and denominator with 

(2 ) 1pn t k rx    . We then get 
 

     
1 (2 ) /2 ( 1)/2 (2 1)/2

2
2 2[(2 ) 1]/2 (2 2 ) ( 1)/2

(2 )

( 1) [ ][ ]

{ } ( 1) [ ]

tk pn t p k r r pk
r pk

pn t p k r tk r pn t p k r pk
pn t p k r pk

x x f x f
A

x f x x f

     

        
  




 
; 

 

         
1 (2 2 ) /2

2

2 (2 2 ) 2
(2 )

( 1)

( 1)

tk pn t p k r
r pk

tk r pn t p k r
pkpn t p k r

x J J

J x J

   

   
  




 
; 

 

1 (2 2 ) /2
2

2 (2 2 ) 2
1 (2 )

( 1)
LHS

( 1)

tk pn t p k r
r pk

tk r pn t p k r
n pkpn t p k r

x J J

J x J

    

   
   




 
 . 

 

where (1/ )n ng g x  and ( )n nc c x . 

 Turning to the right side, we have ( )tk r

tk r

f
B

f




   .  

 

 Now, replace x with 1/ x , and then multiply the numerator and 

denominator with ( 1)/2tk rx   . This yields 
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/2 ( 1)/2

( 1)/2 /2

[ ] ( )

[ ]

r tk r
tk

tk r r
tk r

x x f
B

x f x



 



 


; 

 

   
/2

/2

( )
RHS

r
tk

r
tk r

rx J

J x


 


, 

 

where (1/ )n ng g x  and ( )n nc c x . 

 
 Combining the two sides, we get the Jacobsthal version of equation (1): 
 

 
1 (2 2 )

2

2 (2 2 ) 2
1 (2 )

( 1) ( )

( 1)

tk pn t p k r
r pk tk

tk r pn t p k r r
tk rn pkpn t p k r

x J J J

JJ x J x

   

   
   

 
 

 



,           (2) 

 

where ( )n nc c x . 

 
 Next, we explore the Jacobsthal-Lucas version of theorem 1. 

 

 Case 2: With n ng l , we have 
2

2

2 2 2
(2 )

( 1)
.

( 1)

tk
r pk

tk r
pkpn t p k r

f f
A

l f
  

 


  
 As above, 

x with 1/ x  but then multiplying the numerator and denominator with 

(2 )pn t p k rx    , we then have 
 

     
2 (2 2 ) /2 ( 1)/2 (2 1)/2

2
2 2[(2 ) ]/2 2 (2 2 ) ( 1)/2

(2 )

( 1) [ ][ ]

{ } ( 1) [ ]

tk pn t p k r r pk
r pk

pn t p k r tk r pn t p k r pk
pn t p k r pk

D x x f x f
A

x l D x x f

    

       
  

 


 
; 

 

         
2 (2 2 ) /2

2

2 2 (2 2 ) 2
(2 )

( 1)

( 1)

tk pn t p k r
r pk

tk r pn t p k r
pkpn t p k r

D x J J

j D x J

  

   
  




 
; 

 

2 (2 2 ) /2
2

2 2 (2 2 ) 2
1 (2 )

( 1)
LHS

( 1)

tk pn t p k r
r pk

tk r pn t p k r
n pkpn t p k r

D x J J

j D x J

   

   
   




 
 . 

 

where (1/ )n ng g x  and ( )n nc c x . 
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 Correspondingly, we have ( )tk r

tk r

l
B

l




   . Replacing x with  1/ x  and 

then multiplying the numerator and denominator with ( )/2tk rx  , we get 
 

            
/2 /2

( )/2 /2

[ ] ( )

[ ]

r tk r
tk

tk r r
tk r

x x l
B

x l x



 


; 

 

   
/2

/2

( )
RHS

r
tk

r
tk r

rx j

j x


 


, 

 

where (1/ )n ng g x  and ( )n nc c x . 

 
 Equating the two sides yields the corresponding Jacobsthal-Lucas version of 
equation (1): 
 

 
2 (2 2 )

2

2 2 (2 2 ) 2
1 (2 )

( 1) ( )

( 1)

tk pn t p k r
r pk tk

tk r pn t p k r r
tk rn pkpn t p k r

D x J J j

jj D x J x

  

   
   

 
 

 



,       (3) 

 

where ( )n nc c x . 

 
 This equation, coupled with formula (2), yields the desired Jacobsthal 

counterpart of Theorem 1, as the following theorem showcases. 
 

 Theorem 2: Let k, p, r, and t be positive integers, where 2t p . Then 

 

(2 2 )
2

2 (2 2 ) 2
1 (2 )

( 1) ( )

( 1)

tk pn t p k r
r pk tk

tk r pn t p k r r
tk rn pkpn t p k r

D x J J c

cc D x J x





   

    
   

 
 

 



.             (4)   

 
 Employing the gibonacci-Jacobsthal relationships in a compact way, we now 

present an alternate proof of this theorem. 
 

 3.1 A Delightful Alternate Method: To begin, first, we let 
 

1/2,1

0, .4

n nif g f
d

otherwise


 

  

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 It follows from the gibonacci-Jacobsthal links in Section 1 that 
 

 
( 1)/2

( )
(1/ ) n

n
n

J x
f x

x 
 ;    

/2

( )
(1/ ) n

n
n

j x
l x

x
 ; 

/2

( )
(1/ ) .n

n
n d

c x
g x

x


  

 
 With these tools at our fingertips, we are now ready for a sophisticated proof 
of Theorem 2. 
 

 Proof: Replacing x with  1/ x  in the rational expression on the left side of 

equation (1) and using the above substitutions, we get 
 

 

( 1)/2 (2 1)/2
2

2
(2 ) 2

2
(2 ) ( 1)/2

( 1) [ / ][ / ]

/ ( 1)

tk r pk
r pk

pn t p k r
d J pktk r

pn t p k r pkx

J x J x
A

c x





 

   


   



 

    
    

; 

 

     

2 2

2
(2 ) 2

2

2 [(2 ) 2 ( 1) ] 2
(2 )

( 1)

( 1)

pk r
pn t p k r dtk

r pk

tk r pn t p k d pk r
pkpn t p k r

x J J

c x J





     

      
  




 
; 

 

     

(2 2 )
2

2

2 (2 2 ) 2
(2 )

( 1)

( 1)

r
pn t p ktk

r pk

tk r pn t p k r
pkpn t p k r

D x J J

c D x J





  

    
  




 
; 

 

        

(2 2 ) 2
2

2 (2 2 ) 2
1 (2 )

( 1)
LHS

( 1)

r
pn t p ktk

r pk

tk pn t p k r
n pkpn t p k

D x J J

c D x J





   

   
  




 
 .  

 

where ( )n nc c x . 

 
 The right side of equation (1) yields 
 

   ( )tk r

tk r

g
B

g




   ; 
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/2

/2( )/2

/ ( )

/

tk d rtk

rtk r d
tk r

c x

xc x



 



 


; 

 

         
/2

/2

( )
RHS

r r
tk

r
tk r

x c

c x






 


, 

 

where (1/ )n ng g x  and ( )n nc c x . 

 
 Combing the two sides yields the same Jacobsthal version, as expected: 
 

(2 2 )
2

2 (2 2 ) 2
1 (2 )

( 1) ( )

( 1)

tk pn t p k r
r pk tk

tk pn t p k r r
tk rn pkpn t p k

D x J J c

cc D x J x





    

   
  

 
 

 



, 

 

where ( )n nc c x .            

 
Finally, we now explore a host of gibonacci and Jacobsthal implications of 

Theorem 2. To this end, we define the following labels: 
 

A = 10,080; F = 25,840; K = 117,390; Q = 1,040,130; 

B = 13,650; G = 29,241; L = 149,872; R = 1,392,300; 

C = 15,504; H = 30,030; M = 253,890; S = 7,514,766; 

D = 15,810; I = 57,330; N = 263,169; T = 8,912,862; 

E = 15,840; J = 67,184; P = 873,810; V = 66,584,322. 

 

 3.2 Gibonacci and Jacobsthal Consequences: With (1)n nJ F , 

(1)n nj L , (2)n nJ J , (2)n nj j , Theorem 2 yields 

 

                   
1

2

2 2
1 (2 )

( 1)
( )

( 1)

tk
r pk tk r

tk r
tk rn pkpn t p k r

F F F

FF F


 


   


  

 
 ;   (5) 

 

              2

2 2
1 (2 )

( 1) 5
( )

( 1) 5

tk
r pk tk r

tk r
tk rn pkpn t p k r

F F L
L

LF F





   


  

 
 ;   (6) 
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1 (2 2 )

2

2 (2 2 ) 2
1 (2 )

( 1) 2 1

( 1) 2 2

tk pn t p k
r pk tk

tk r pn t p k r r
tk rn pkpn t p k r

J J J

JJ J

   

   
   


 

 
 ;   (7) 

 

      
(2 2 )

2

2 (2 2 ) 2
1 (2 )

( 1) 9 2 1

( 1) 9 2 2

tk pn t p k
r pk tk

tk r pn t p k r r
tk rn pkpn t p k r

J J j

jj J

  

   
   

 
 

  
 .            (8) 

  
 In particular, with p k r      , and 2t   equations (5) and 

(6) yield 
 

          
2

1 4

1 1 5

2 61n nF





 


 ;                 
2

1 4

1 1 5

18 305n nL





  


 ; 

 

      
2

1 8 1

1 1 5

21 429n nF



 

  


 ;           
2

1 8 1

1 1 5

84 21045n nL



 

 


 ; 

 

   
2

1 12 2

1 7 5

864 28864n nF



 

 


 ;        
2

1 12 2

1 1 5

672 1, 440320n nL



 

  


 ; 

 

       
2

1 4 1

1 1 5

3 61n nF



 

  


 ;  
2

1 4 1

1 1 5

12 305n nL



 

  


 ; 

 

       
2

1 8 1

1 11 5

210 429n nF



 

  


 ;            
2

1 8 1

1 5 5

462 21045n nL



 

 


 ; 

 

    
2

1 12 1

1 29 5

3, 744 28864n nF



 

  


 ;         
2

1 12 1

1 13 5

8, 352 1, 440320n nL



 

 


 ; 

 

        
2

1 6 1

1 3 5

16 164n nF



 

 


 ;             
2

1 6 1

1 1 5

48 8020n nL



 

  


 ; 

 

     
2

1 12 3

1 1 5

144 28864n nF



 

  


 ;        
2

1 12 3

1 1 5

576 1, 440320n nL



 

 


 ; 
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2
1 18 5

1 7 5

5, 1681, 156n n
CF



 

 


 ;     
2

1 18 5

1 3 5

3, 5565, 780n n
FL



 

  


 ; 

 

            
2

1 6

1 1 5

8 164n nF





  


 ;     
2

1 6

1 1 5

32 8020n nL





 


 ; 

 

      
2

1 12 1

1 1 5

1, 440 1, 44064n nF



 

  


 ;       
2

1 12 1

1 5 5

1, 440320n n
EL



 

 


 ; 

 

 
2

1 18 2

1 1 5

5, 1681, 156n n
JF



 

  


 ;        
2

1 18 2

1 13 5

5, 780n n
L FL



 

 


 . 

 

 Using equations (7) and (8), we now present their Jacobsthal counterparts: 

 

               
4 3

2 4 2
1 4

2 1

102

n

n
n nJ

 







  ;              
4 3

2 4 2
1 4

2 1

1509 2

n

n
n nj

 





 

 ; 

  

     
2(4 3)

2 8 5
1 8 3

2 1

51025 2

n

n
n nJ

 


 


 

  ;       
2(4 3)

2 8 5
1 8 3

2 1

3, 570225 2

n

n
n nj

 


 


 

 ; 

  

 
3(4 3)

2 12 8
1 12 2

2 1

441 2

n

n
n n

BJ

 


 


 

  ; 
3(4 3)

2 12 8
1 12 2

2 1

3, 969 2

n

n
n n

Rj

 


 


 

  ; 

 

             
4 2

2 4 1
1 4 1

2 1

302

n

n
n nJ

 


 




  ;             
4 2

2 4 1
1 4 1

2 1

1269 2

n

n
n nj

 


 


 

 ; 

  

     
2(4 2)

2 8 3
1 8 1

2 1

1, 87025 2

n

n
n nJ

 


 


 

  ;        
2(4 2)

2 8 3
1 8 1

2 1

225 2

n

n
n n

Dj

 


 


 

 ;  

 

 
3(4 2)

2 12 5
1 12 1

2 1

441 2

n

n
n n

KJ

 


 


 

  ; 
3(4 2)

2 12 5
1 12 1

2 1

3, 969 2

n

n
n n

Qj

 


 


 

 ; 
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6 5

2 6 4
1 6 1

2 1

429 2

n

n
n nJ

 


 


 

  ;          
6 5

2 6 4
1 6 1

2 1

63081 2

n

n
n nj

 


 


 

 ;  

 

 
2(6 5)

2 12 9
1 12 9

2 1

8, 190441 2

n

n
n nJ

 


 


 

  ;  
2(6 5)

2 12 9
1 12 9

2 1

3, 969 2

n

n
n n

Ij

 


 


 

 ;  

 

   
3(6 5)

2 18 14
1 18 5

2 1

2

n

n
n n

PJ G

 


 


 

  ;       
3(6 5)

2 18 14
1 18 5

2 1

2

n

n
n n

Tj N

 


 


 

   

 

         
6 4

2 6 3
1 6 1

2 1

1269 2

n

n
n nJ

 


 


 

  ;           
6 4

2 6 3
1 6 1

2 1

88281 2

n

n
n nj

 


 


 

 ;  

 

   
2(6 4)

2 12 7
1 12 1

2 1

441 2

n

n
n n

HJ

 


 


 

  ;   
2(6 4)

2 12 7
1 12 1

2 1

3, 969 2

n

n
n n

Mj

 


 


 

 ; 

  

     
3(6 4)

2 18 11
1 18 2

2 1

2

n

n
n n

SJ G

 


 


 

  ;        
3(6 4)

2 18 11
1 18 2

2 1

2

n

n
n n

Vj N

 


 


 

 ,  

respectively. 

 
 Finally, we encourage gibonacci enthusiasts to explore the gibonacci and 
Jacobsthal sums with 5, , 1, 2p k r    , and 5t  . 
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CLASSIFYING NUMBERS USING 
DIVISOR FUNCTION TO STUDY 
HIGHLY COMPOSITE NUMBERS 
AND TWIN PRIMES CONJECTURE  

 
 
 
 
 

Abstract: In this note we classify the positive integers by using divisor 
function into different equivalence classes. We connect highly composite 
numbers with this definition. We consider pairs of consecutive odd numbers 

)2 1, 3( 2n n   with (2 1) (2 3)n n     where τ is a divisor 

function in each equivalence class and call the pair as “twin odd numbers 
with equal number of divisors” (twin odds with ends). Using these 
equivalence classes we generalize the twin primes conjecture and study 
some special cases. We also provide computational data using Python to 
obtain some interesting results. 
 
Keywords: Divisor Function, Highly Composite Numbers and Twin Primes 

Conjecture. 
 

Mathematical Subject Classification (2010) No.: 11A25, 11A41. 
 

1. Introduction 
 
 We consider the number theoretic divisor function ( )n  as follows: 

 

 Definition 1:  We define 

 

|

( )  1, 0
d n

n d    
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 From the definition, ( )n  denotes the number of positive divisors of  n. We 

consider the set of natural numbers   and define an equivalence relation on   as 
follows: 
 

 Two natural numbers m n  are equivalent if and only if m and n have the 

same number of positive divisors. Therefore, for , m n     

 

( ) ( )m n m n    . 

 
 Clearly    is an equivalence relation. Hence, we have got a disjoint union of 

equivalence classes of   and we denote them by 1 2, ,  . . . . . .jD D D  where jD  

contains the numbers with j positive divisors. Unless it is mentioned the divisors are 

meant to be positive divisors. 
 

 Clearly, 1D  contains only one element 1. 2D  denotes the set of prime 

numbers and 3D  contains squares of prime numbers. 

 

 Theorem 2: jD  is infinite for 1j  . 

 

 Proof: Since the number of primes are infinite 2D  is infinite. To show jD  is 

infinite we observe that for every prime p we consider 1, 2 1, , . . . , jp p p   to 

conclude jD  is an infinite set.          ■ 

 
 In this note we study the following: 
 
 1.  We relate highly composite numbers with this definition. 

             2. We consider subsets jTO  of jD  which consists of consecutive odd               

numbers and analyze them. 

 3.  We generalize the twin primes conjecture on this basis. 

 Interested reader may refer to [1] to see some special cases of consecutive 
integers. 
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2. Highly Composite Numbers 
 
 In 1915, Srinivasa Ramanujan published a paper in Proceedings of London 
Mathematical Society with title “Highly Composite number”. See [2]. 
 
 A number N is highly composite if M N  implies ( ) ( )M N  . We 

define it another way with the following notation: 
 

 Definition 3: A number nN D  is said to be highly composite if every 

number N  lies in kD  for some k n . 

 

 Example 4: The first few highly composite numbers are 

1, 2, 4, 6, 12, 24, . . .  with corresponding number of divisors 1, 2, 3, 4, 6, 8, . . .  . 

 

 Theorem 5: There are infinitely many highly composite numbers. 

 
 Proof: The proof follows by a simple reasoning. Suppose there is a highly 

composite number nN D  with n divisors. Then we choose n kN K D    

which has n k  divisors for some 1, 2, . . .k  . Therefore, the next highly 

composite number will be the least number with n k  divisors. This process can not 

be terminated. Hence, there are infinitely many composite numbers.     ■ 

 

 The idea of the proof can be well understood from the sequence of highly 
composite numbers given in the example above. Once 6 is chosen with 4 divisors the 
next number 6 6 12   has 4 2 6   divisors. So there is no highly composite 
number with 5 divisors ! 

 

 Suppose we consider the sequence ( )jl  where jl  is the least number from 

jD . Clearly, highly composite numbers form a sub sequence of jl . 
 

 Remark 6: We can define the highly composite numbers is a maximal 

strictly monotonic increasing subsequence of jl . 

 

 Here the word maximal means the strictly monotonic sequence does not 
contain in any other monotonic increasing sequence. In the above table the second 

column denotes the first number of jD  and the third column contains the sequence of 
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highly composite numbers ! It is clear from the table that there are no highly 

composite numbers for, 250 with number of divisors 5, 13, 14, 15, 17, 19. 

 

 Table of equivalence classes containing equal number of divisors 

 
 
 

 First 
number 

Highly 
Composite 
Numbers 

Divisors 

D1 1 1 1 

D2 2 2 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 
47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97, 101, 
103, 107, 109, 113, 127,131, 137, 139, 149, 151, 
157, 163, 167, 173, 179, 181, 191, 193, 197, 199, 
211, 223, 227, 229, 233, 239, 241 

D3 4 4 4, 9, 25, 49, 121, 169 

D4 6 6 6, 8, 10, 14, 15, 21, 22, 26, 27, 33, 34, 35, 38, 39, 
46, 51, 55, 57, 58, 62, 65, 69, 74, 77, 82, 85, 86, 
87, 91, 93, 94, 95,106, 111, 115, 118, 119, 122, 
123, 125, 129, 133, 134, 141, 142, 143, 145, 146, 
155, 158, 159, 161, 166, 177, 178, 183, 185,187, 
194, 201, 202, 203, 205, 206, 209, 213, 214, 215, 
217, 218, 219, 221, 226, 235, 237, 247, 249 

D5 16  16, 81 

D6 12 12 12, 18, 20, 28, 32, 44, 45, 50, 52, 63, 68, 75, 76, 
92, 98, 99, 116, 117, 124, 147, 148, 153, 164, 
171, 172, 175, 188, 207,212, 236, 242, 243, 244, 
245 

D7 64  64 

D8 24 24 24, 30, 40, 42, 54, 56, 66, 70, 78, 88, 102, 104, 
105, 110, 114, 128, 130, 135, 136, 138, 152, 154, 
165, 170, 174, 182,184, 186, 189, 190, 195, 222, 
230, 231, 232, 238, 246, 248, 250 

D9 36 36 36, 100, 196, 225 

D10 48 48 48, 80, 112, 162, 176, 208 

D11   No numbers found. 
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 First 
number 

Highly 
Composite 
Numbers 

Divisors 

D12 60 60 60, 72, 84, 90, 96, 108, 126, 132, 140, 150, 156, 
160, 198, 200, 204, 220, 224, 228, 234 

D13   No numbers found. 

D14 192  192 

D15 144  144 

D16 120 120 120, 168, 210, 216 

D17   No numbers found 

D18 180 180 180 

D19   No numbers found 

D20 240 240 240 

 Generated using Python 
 
3. Generalization of Twin Primes 

 We consider special pairs of odd numbers which are existing in a very 
natural way and generalize the set of twin primes. We feel that these pairs of odd 
numbers are interesting and needs attention for further research in this area. 
Interestingly, twin primes conjecture turns out to be a special class in this 
classification. 
 

 Definition 7: We define a pair of two consecutive odd numbers 

2 1, 2 3)( n n   is twin odd numbers with ends if both the numbers have 

equal number of positive divisors. 

 
 In an obvious way all twin primes belong to this class of numbers with two 
divisors. 
 
 Let us denote the set of pairs of odd numbers belonging to the equivalence 

class jD  by jTO . Therefore, jTO  is a subset of jD  which contains pairs of 

consecutive odd numbers contained in jD . 

 

 Conjecture 8: (Twin primes conjecture) 2TO  is an infinite set.  
 

 See [3]. 
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 Theorem 9: 3  TO   . 

 Proof: It is easy to see that for any such pair )2 1, 3( 2n n  , the divisors 

of 2 1n    are 21, , p p  and the divisors of 2 3n   are 21, ,q q  for some odd primes p 

and q. Even for any twin primes ( ),p q  it follows that 2 2 2q p  . 

 

 Hence, there are no twin odd numbers with 3 positive divisors.     ■ 
 

 Theorem 10:  5  TO   . 

  

         
 

     

 

    

 

  

  

 

  

  Proof: It  follows  from  the  observation  that  the  prime  factorization  of  such 
numbers  can  not  contain  more  than  two  distinct  primes.  Following  in  the  same

argument as above we can conclude the result. ■

Problem 11: TOk   if k is odd

Remark 12: Above theorems show that TOk is not always non-empty.

Now we study the structure of the set TO4 . That is, twin odd numbers with

4 divisors. First we give an example to show that this set is non-empty.

  For  example, (33, 35) , (55, 57). . . which  are  pairs  of  consecutive  odd 
numbers with four divisors. 
 

 Theorem 13: Any pair of twin odd numbers in 4TO  will have the 

divisor (positive) sets: 

 

1 1 1 1 2 2 2 2{1, , , }  {1, , , } X p q p q and Y p q p q   
 

where 1 1 2 2, , ,p q p q  are distinct primes or 2
1 1q p . In the later case only one 

of the divisor set is of the form 2 3
1 1 1{1, , , }p p p   

 

 Proof: Let a, b constitute the pair of twin end odds and ( ) 4 ( )a b   . Let 

1 2 }1, ,{ ,p p a  be the set of divisors of a such that 
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1 21 p p a    
 

 with 1p  is the least prime divisor. Then if  2p   is a prime then a is equal to 1 2  p p  

and if 2p  is composite then 2
2 1  p p  which leads to 3

1a p . 

 

 Both the divisor sets can not be of the form 2 3
1 1 1{1, , , }p p p for a prime p in 

which case 2a b   which contradicts the hypothesis 2a b  . 

 

 This completes the proof.         ■ 
 

 The following tables will illustrate the possible divisor sets for 4( , )a b TO . 

 
Table 1:  Divisor sets of Type 1 

 

1  1p  1q  1 1p q  (, )  2 2p q  2p  2q  

1  3  11  33  (33, 35)  35  5  7  

1  5  11  55  (55, 57)  57  3  19  

 

Table 2: Divisor sets of Type 2 
 

1  1p  2
1p  3

1p  (, )  2 2p q  2p  2q  

1  5  25  125  )123, 125(   123  3  41 

1  11  211  1331  )1331, 1333(   1333  3  41 

1  19  361  6859  )6859, 6861(   6861  3  2287  

 

 Conjecture 14: Is 4TO  an infinite set ? 

 

 Problem 15: Is 2kTO  is non-empty for every k  ? 

 With our new notation, generalized twin primes conjecture will be stated as 
follows: 
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 Conjecture 16: (Generalized twin primes conjecture) Is 2kTO  an 

infinite set for every k  ? 

 The following questions will follow naturally.  
 

 Problem 17: Find k for which kTO  is an empty set.  

 

 Problem 18: Find k for which kTO is an infinite set. 
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